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abstract

The DNA in eukaryotic chromatin is packed by histones into arrays of repeating units called 
nucleosomes. Each nucleosome contains a nucleosome core, where the DNA is wrapped 
around a histone octamer, and a stretch of relatively unconstrained DNA called the linker 
DNA. Since nucleosome cores occlude the DNA from many DNA-binding factors, their 
positions provide important clues for understanding chromatin packing and gene regulation. 
Here we review the recent advances in the genome-wide mapping of nucleosome positions, 
the molecular and structural determinants of nucleosome positioning, and the importance of 
nucleosome positioning in chromatin higher order folding and transcriptional regulation. 

introduction

Eukaryotic DNA is present inside cells in the form of a compact DNA-protein fiber 
called chromatin, which is composed of small repeating units called nucleosomes 
(1). Each nucleosome contains ~1.7 turns of DNA wrapped around an octamer 
of the histone proteins H2A, H2B, H3, and H4 (2, 3). Apart from compacting 
DNA, the chromatin fiber and its nucleosomes also serve an important function of 
regulating the accessibility of DNA for other macromolecules present in the cell 
nucleus. Therefore, nucleosomes and chromatin exercise direct control over DNA 
sequences and DNA-related processes like transcription, replication, recombina-
tion, and repair. It is now well known that posttranslational histone modifications, 
histone variants, remodeling enzymes, and various architectural proteins play an 
important role in regulating chromatin. 

Emerging studies indicate that “nucleosome positioning”—defined as the prob-
ability that a nucleosome starts at a given base pair within the genome (4) —plays 
an equally important role in gene and chromatin regulation, alongside abovemen-
tioned mechanisms of regulation. In other words, nucleosomes may not be dis-
tributed randomly within the genomic DNA but may be deliberately positioned 
at specific regions or occluded from specific regions of the genome for some pur-
pose. Nucleosome positioning is by no means independent of the other regulatory 
mechanisms like histone modifications and chromatin remodeling but is closely 
entwined with them. Nucleosome positioning may be characterized using four 
simple descriptors. 

(1)  Nucleosome repeat length (NRL) is the average length of DNA associated with 
one nucleosome (linker and core DNA). Since the length of core DNA is fixed 
(~147 bp), the linker DNA dictates all the variability in NRL (Figure 1a).

(2)  Nucleosome fuzziness describes fluctuations in the likelihood of nucleosome posi-
tions on a gene locus obtained from an ensemble of measurements (Figure 1b). 
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Strongly positioned nucleosomes appear as sharp peaks in nucleosome posi-
tioning maps in contrast to fuzzy positioning where the peak locations are 
blurred due to nucleosome delocalization.

(3)  Nucleosome occupancy refers to the presence or absence of nucleosomes over 
specific DNA sequences in the genome, such as transcription factor binding 
sites (Figure 1c). Thus, nucleosome occupancy differs from nucleosome posi-
tioning in that the former does not care where the nucleosome starts as long as 
the given base pair is covered by it.

(4)  Nucleosome phasing describes an array of repeated nucleosome positions along 
DNA over certain genes or chromosomal domains (Figure 2c). Nucleosome 
phasing tends to reflect the NRL but in contrast to the latter is linked to a certain 
DNA sequence.

In this review, we will use the above definitions of nucleosome positioning to  
discuss where nucleosomes are positioned in eukaryotic genomes, how exactly 
are nucleosomes positioned, why are nucleosome positioned from the point of  
view transcriptional regulation, and what is the role of nucleosome positioning in 
chromatin higher order folding. 

where are nucleosomes positioned?

Global Positioning of Nucleosomes

The nucleosome positioning landscape, especially the linker DNA length, varies 
strongly from one organism to another and between different tissues. On average, 

Figure 1: Schematic of nucleosome locations on DNA depicting the nucleosome repeat length (A), 
nucleosome fuzziness (B), and nucleosome occupancy over or near binding sites (C).
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yeast (5) and fly (6) chromatin has relatively short linkers (~20 and ~30 bp, respec-
tively), human chromatin (7) has medium-sized linkers (~40 bp), chicken erythro-
cyte (8) chromatin has longer linkers (~60 bp), and echinoid sperm (9) chromatin 
has the longest known linkers (up to ~90 bp). In vitro the linker length depends on 
charge neutralization of DNA by counterions so that increased counterion concen-
tration allows the nucleosomes to be more sparse (10). However, this mechanism 
does not explain tissue-related variations in the NRL, as the salt concentrations are 
more or less maintained constant in vivo across different tissues. The observed vari-
ability in linker lengths is more likely related to the transcriptional activity of the 
genome. For example, the highly transcriptionally active yeast genome has short 
linkers while the inactive echinoid sperm genome has long linkers (9). In multi-
cellular organisms, the NRL may reflect tissue-specific and cell-specific changes in 
chromatin structure and gene activity. For example, during erythrocyte differentia-
tion and maturation, the NRL increases from 190 to 212 bp (8).

Global positioning of nucleosomes may also depend on their chromosomal loca-
tion. Nucleosomes are predicted to be depleted in regions such as the telomeres 
(5, 11) and strongly occupied within centromeres (11, 12). Nucleosomes are more 
populated within gene’s coding regions as compared to intergenic or noncoding 
regions such as gene promoters (13). In general, nucleosome occupancy is found to 
correlate positively with transcriptional activity (13). This could either mean that 
the act of transcription leads to more crowded nucleosomes, perhaps being pro-
moted by transcription elongation-associated nucleosome reassembly factors (14), 

Figure 2: Schematic depiction of open (A) and closed or occupied (B) promoters. Also shown is a 
typical nucleosomal position map of an open promoter showing clear demarcation of the gene locus, 
identifiable by the presence of the 5’ and 3’ nucleosome depleted regions (NDR). The transcription start 
site (TSS) is shown with a right-angled arrow. The 5’ NDR is flanked by tightly bound nucleosomes. (C) 
A typical nucleosomal occupancy map showing clear demarcation of the gene locus, identifiable by the 
presence of the 5’ and 3’ nucleosome depleted regions (NDR). The transcription start site (TSS) is 
shown with a right-angled arrow. The 5’ NDR is flanked by rather tightly bound nucleosomes.
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or that transcription requires formation of ordered nucleosome structure, maybe 
to increase the residence time of the polymerase at each site for attaining better 
fidelity. However, some highly transcribed coding genes like the ribosomal RNA 
and transfer RNA are less occupied by nucleosomes, as predicted by a computa-
tional model (11). There is clearly a lot of room for further studies to correlate 
nucleosome occupancy with gene types. 

Local Positioning Patterns

More interesting sequence-specific features begin to appear when one examines 
the local position of nucleosomes across individual genes including the promoter 
regions. Powerful techniques like ChIP-seq (15, 16) and ChIP-chip (17, 18) can 
now be used to map nucleosome positions and their modifications across large 
portions of the genome (13, 19-21). After appropriate clustering of patterns of 
nucleosome positions at promoters, two general types of nucleosome phasing 
patterns appear that can be classified into (1) open promoters, and (2) closed or 
occupied promoters (22). Nucleosome positioning patterns are also found at the 
transcriptional termination regions and at the boundaries of active and repressed 
chromatin domains (23). Surprisingly, special nucleosome arrangements are also 
found at the gene regions corresponding to exon/intron junctions and RNA poly-
adenylation sites suggesting a link between chromatin organization and RNA  
processing (24-26).

Open Promoters: These promoters, which are generally TATA-less, have a clear 
and large (~150 bp) nucleosome depleted region (NDR) upstream of transcriptional 
start site (TSS). In yeast, the NDR is typically flanked by two very well positioned 
nucleosomes. The nucleosome downstream of NDR is commonly referred to as the 
“+1” nucleosome and the one upstream is called the “−1” nucleosomes (Figure 2A) 
(5, 20, 22, 27). The edge of the +1 nucleosome tends to be positioned just over the 
TSS. Interestingly, fly promoters have a slightly different open promoter: the +1 
nucleosome is shifted more downstream (~40-60 bp) of the TSS compared to yeast 
(6). The nucleosomes downstream of the TSS exhibit strong phasing that decays 
in a “ripple-like” manner with distance from the TSS; by 5-10 nucleosomes, the 
phasing becomes quite fuzzy. The pattern of nucleosomes upstream of the TSS 
generally loses its periodicity much more quickly (within 2-3 nucleosomes). The 
average occupancy of nucleosomes is often higher downstream of TSS (within the 
gene) as compared to the intergenic regions upstream. The nucleosomes near the 
TSS generally contain the H2A.Z variant instead of histone H2A (28).

Occupied Promoters: Here the promoters do not contain a clear NDR signature 
but are rather either fully occupied by nucleosomes (13, 29) or contain a gradient 
of increasing nucleosome occupancy downstream of the TSS (13) (see Figure 2B). 
The TSS and most of transcriptional activator binding sites are generally covered, 
and one site, either in the linker DNA or in the core DNA near its entry/exit site is 
exposed (30). A classic example of such a promoter is the PHO5 promoter (31). In 
general, such promoters contain the TATA box, which is placed ~25-125 bp from 
TSS, and is often buried inside the nucleosome edge (22).

Transcriptional Terminators: Recently, it has been demonstrated that a distinct 
but less striking nucleosome-positioning pattern also exists at the 3’ termination 
site of genes. Specifically, a well-positioned nucleosome occupies the termination 
site followed by a clear NDR in the intergenic region downstream (5, 32).

Chromatin Insulators: Insulators or boundary elements are DNA sequences that 
functionally segregate neighboring genomic sites. They can, for example, discon-
nect a promoter from the nearby enhancer or separate repressed chromosomal 
domains marked by histone H3K27 methylation from active chromatin marked by 
histone acetylation (23, 33). CTCF is the influential universal insulator-binding 
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protein whose binding is essential for insulator activity and plays an important role 
in structural and spatial organization of the genome in the interphase nucleus (33). 
At vertebrate insulators, CTCF organizes strings of ~10-15 nucleosomes symmetri-
cally positioned at the two flanks of the site occupied by CTCF (23, 34).

how are nucleosomes positioned?

DNA Sequence effects

The existence of special DNA templates with defined repeating sequence pat-
terns, such as the clone 601 developed by Widom (35) clearly emphasizes that the 
nucleosomes can be positioned in vitro based on the DNA sequence alone. A recent 
study showing that the yeast genome is nine times more likely to be occupied by 
nucleosomes in vitro compared to that of E-coli also emphasizes the same theme 
(36). However, the extent to which in vivo nucleosome positioning is dictated by 
the DNA sequence is a continuing debate that is not fully resolved yet. 

DNA Sequence Bendability: The nucleosome’s preference for specific DNA 
sequences does not arise from its favorable interactions with particular DNA bases 
but rather arises from the sequence-dependent mechanics of DNA. The most favor-
able DNA sequences for positioning nucleosomes contain AA/TT/AT and GC 
dinucleotides occurring in 10 bp intervals, which are offset with respect to each 
other by 5 bp (see Figure 3a) (4, 11, 27, 37-40). It is believed that the former pattern 
allows expansion of the major groove of DNA while the latter pattern allows its 
contraction to facilitate the overall strong bending of DNA in nucleosomes. Addi-
tionally, there has been noted a gradient in AA/TT across the nucleosome binding 
region (39). The role of such a gradient remains a mystery but we speculate that it 
may be involved in dictating the polarity of transcription (41).

The Widom and Pugh groups developed the first set of computational models (11, 27) 
to predict the genome-wide location of nucleosomes, based on correlating genomic 

Figure 3: (A) Nucleosomal DNA shows repeated alternating motifs of AA/TT/AT dinucleotides and GC dinucleotides. (B) One strongly positioned nucleosome 
could act as a physical barrier leading to a gradient in occupancy of nearby nucleosomes. (C) Competition between transcription factors (TF) and nucleosomes 
vying for the same regulatory sites of the DNA.
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sequence to experimentally measured nucleosome positioning sequence patterns. 
The models correctly predicted the positions of more than half of the nucleosomes 
in the genomic regions examined, and also reproduced experimentally obtained 
nucleosome-positioning patterns at gene promoter regions (27). In fact, the results 
led Widom and coworkers (11) to propose the existence of a “nucleosome-position-
ing” code in the DNA. More recent efforts are directed towards combining different 
structural and energetic parameters related to DNA sequence to improve the accu-
racy of the predictions (13, 42-45). Molecular modeling and simulations also hold 
great promise for discovering new sequence-related parameters that could improve 
the current methods of predicting nucleosome positions. In general, the models can-
not predict the position of all nucleosomes, indicating that the DNA sequence likely 
codes only for the positions of a limited number of nucleosomes, and that factors 
other than DNA sequence may also be involved in the positioning of nucleosomes.

Indeed, it is increasingly becoming clear that only a fraction of the nucleosomes 
need to be positioned to achieve phasing. Several years ago, Trifonov and cowork-
ers found that there exists a strong nucleosome positioning sequence every four 
nucleosomes in parts of the human genome (46). Though this may not be universally 
applicable, the authors raised an interesting proposition that periodic occupancy of 
nucleosomes may not require a positioning code for each and every nucleosome but 
may be achieved through selective positioning of a few nucleosomes. They provided 
an analogy with a parking lot where a few well-parked cars promote the proper park-
ing of the rest of the cars. This allows nucleosomes to position almost equally well 
without adding too much constraint on the genomic sequence. Recently, Peckham  
et al., found that indeed only a small subset of nucleosomes is positioned by intrin-
sic DNA sequences using a computational model trained on known nucleosome  
binding affinities (44).

Several studies have shown that the DNA sequence strongly codes for both the 
presence of nucleosomes at the −1 and +1 positions of the promoter (5, 45) and 
the depletion of nucleosomes in the NDR region of the promoter (43, 47). In yeast, 
the latter is often composed of poly(dA:dT) tracts, which are suggested to exclude 
nucleosomes (30). Some studies have also indicated absence of a positioning code 
within the coding regions (5), and also suggest that the 3’ terminating nucleosome 
is also positioned according to the DNA sequence. A recent study however raises 
some concerns about the importance of DNA sequence in positioning nucleosomes, 
especially for the +1 H2A.Z nucleosome at the promoters (36). It has been pro-
posed that factors like binding of polymerase enzymes could instead contribute to 
the positioning. 

Linker Histone Binding: Another way the DNA sequence could bias the posi-
tioning of nucleosome is by constraining the position of linker histone binding. 
Recently, Cui and Zhurkin (48, 49) have found that there is an extension of the 
AA/TT/AT pattern beyond the nucleosomal DNA (147 bp) in chicken and flies 
that have a high linker histone content while yeast genomes, which possess low 
linker histone content, lack it. This suggests that linker DNA sequence could medi-
ate linker histone binding and determine the nucleosome core/linker boundaries. 
This discovery implies that nucleosome-positioning predictions need to account for 
such additional patterns at the nucleosome boundaries for proper positioning of the 
nucleosome in the genome.

Physical forces of Positioning

Below we discuss four purely physical effects that could contribute to the position-
ing of nucleosomes in vivo.

Statistical Positioning: Mavrich et al., have recently suggested that the nucleosome 
phasing observed in genes is primarily dictated by statistical positioning principles (5). 
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In other words, the presence of a physical barrier restricts the position of the neigh-
boring nucleosome, which then acts as a barrier for the next nucleosome, thus starting 
a chain of positioning restrictions that decreases with the distance from the original 
barrier (50-52). Hence, the strong positioning of the +1 and −1 nucleosomes at the 
TSS could respectively drive the phasing of downstream and upstream nucleosomes 
through the statistical positioning effect. Interestingly, this effect is predicted to get 
stronger with increasing nucleosome density (occupancy). Indeed, a longer-ranged 
nucleosome phasing is observed on the +1 side compared to the −1 side, consis-
tent with the higher nucleosomal density on the +1 side. Another prediction is the 
increase in nucleosome fuzziness with the lower density of nucleosomes in highly 
transcribed regions, which is also observed across the genome (5). 

Polymerase Binding: Recent evidences suggest that nucleosome phasing down-
stream of the +1 nucleosome at the TSS is related to transcriptional initiation and 
polymerase binding. First, the +1 nucleosome position is closely linked to the 
pol II binding site in fly genome (5). In fact, the relative distance between the 
+1 nucleosome and pol II site is conserved across the yeast and fly genome even 
though the absolute position of the nucleosome relative to TSS is different, indi-
cating a strong correlation between the two (36). Second, detailed studies indicate 
strong positioning of the +1 nucleosome and phasing of downstream nucleosomes 
with stalled and elongating pol II (though the position of the +1 nucleosome is 
further downstream of the TSS in the latter) and little positioning and/or phas-
ing is observed in the absence of pol II (7). Third, the strong positioning of the 
+1 nucleosome and phasing downstream is not observed when nucleosomes are 
assembled on the same genomic template in vitro using well-defined procedures, 
suggesting that in vivo factors such as pol II binding and not the DNA sequence 
may be dictating the positioning of the +1 nucleosome. Fourth, the statistical posi-
tioning of nucleosomes is observed only downstream of the TSS, i.e., along the 
transcription direction, suggesting that it is somehow linked to the polarity of pre-
initiation complex. In contrast, nucleosomes interacting with transcribed pol II are 
randomly positioned indicating that elongating pol II displaces the nucleosomes 
(53). Thus, the exact mechanism of how pol II binding could induce such position-
ing of nucleosomes is unclear. It may be related to the statistical positioning phe-
nomenon, where the bound pol II acts like a physical barrier, or to the recruitment 
of chromatin-remodeling factors by the pre-initiation complex. Clearly, further 
research is required to shed more light into this effect. 

Nucleosome Packing and Interaction Constraints: The folding of a one-dimen-
sional (1D) array of nucleosomes into a three-dimensional (3D) chromatin fiber 
could also impose severe constraints on allowable nucleosome positions, i.e., 
nucleosome positions that would lead to overlap in the 3D space would not be 
favored in the 1D space. Moreover, attractive internucleosomal interactions medi-
ated by the histone tails (54, 55) and repulsive interactions between the wound 
DNA on nucleosomes could also significantly influence the 3D (and therefore 1D) 
arrangement of nucleosomes. Segal and Widom (4) have proposed that there must 
exist a competition between favorable DNA sequences promoting nucleosome 
binding at specific positions and steric, attractive, and repulsive interactions 
between nucleosomes. They further suggest that this competition becomes strong 
at high nucleosome packing densities where the latter forces become strong. In fact, 
a similar concept was used by Widom to explain why the linkers exhibit a ~10 bp 
quantization in their length (56).

Interactions with Transcription Factors: Several researchers have also pro-
posed that binding of DNA-associated proteins such as transcription factors (TF) 
could compete with nucleosomes for DNA binding sites. Indeed, many transcrip-
tion factor binding sites are found at the nucleosome-depleted regions such as 
the linker DNAs (4, 57, 58). Mirny (59) has recently argued through a theoreti-
cal model that clusters of closely spaced TF binding sites could act cooperatively  
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(even when the TFs do not interact with each other) to displace nucleosomes when 
the TF concentration rises beyond a threshold limit. Specifically, TFs prefer to bind 
to clusters of closely spaced TF-binding sites over sparsely populated binding sites. 
This leads to a greater number or choice of binding positions for nucleosomes, and 
thereby an increase in the translational entropy of nucleosomes. Segal and Widom 
(4) have suggested that the equilibrium between nucleosome and TF binding could 
explain why the positions of a few nucleosomes change drastically across different 
cellular events while those of others remain unchanged. It was proposed that his-
tone modifications or DNA methylation could tilt this equilibrium balance between 
nucleosome-TF binding for some nucleosomes, leading to drastic changes in their 
positions but the modifications/methylation may not be strong enough to change 
the balance for other nucleosomes, which remain unaffected.  

Other factors may help promote nucleosome occupancy over certain genomic 
regions by binding to the nucleosome rather than competing with it. For example, 
Rap1 protein has been shown to bind in vivo to the rotationally exposed major 
grooves of wound DNA of -1 nucleosome in yeast, causing these nucleosomes 
to exhibit stronger phasing compared to non-bound nucleosomes (53). Similarly, 
it has been shown that another transcription factor, Bdf1, binds to the +1 and +2 
nucleosomes in active yeast genes (53). Bdf1 is a component of a protein complex 
(SWR1) responsible for H2A.Z deposition (60) and thus may promote nucleosome 
phasing by recruiting this histone variant as discussed below.

enzymatic Action

Below we discuss the important role of ATP-consuming chromatin remodelers and 
the putative effects of histone modifications and histone variants on nucleosome 
positioning. 

Chromatin Remodelers: The SWI/SNF and ISWI are the two main families of 
remodelers that have been studied in detail (29, 61, 62). The SWI/SNF remod-
elers are generally disruptive and can both slide and eject nucleosomes (61). 
They are often linked to promoter activation because of their involvement in 
chromatin disorganization. In fact, several SWI/SNF remodelers possess a bro-
modomain that allows them to target the −1 nucleosome with acetylated his-
tone tails, thus playing an important role in promoter activation (63). These 
remodelers have been speculated to be involved in the generation of the NDR 
in open promoters though this has not been proven yet (22). The ISWI remod-
elers like ACF, on the other hand, are not disruptive to nucleosomes and are 
involved in positioning of nucleosomes. The exact mechanism by which these 
remodelers promote uniform linker lengths is not known but it is related to 
their need to bind to large portions of the entering/exiting linker for efficient 
functioning (64). Also, the enzymes typically remodel nucleosomes lacking 
the H4K16 acetylation mark (65) thus linking them to transcriptional repres-
sion. Furthermore, they have the capability to move nucleosomes to unfavor-
able DNA sequence elements (66), e.g., poly(dA:dT) tracts in yeast genome, 
leading to occlusion of TF-binding sites and gene repression. Recent data show 
that both the major types of remodelers move nucleosomes through a sequence-
independent mechanism though local sequences contribute to local variations 
between final nucleosome positions (67). 

Histone variants and Posttranslational Modifications: It is possible that 
posttranslational histone modifications could directly alter the interac-
tion between DNA and histones to modify the DNA sequence preference of 
nucleosomes. For example, acetylation of K115 and K122 residue on the H3 
histone could affect histone-DNA interactions, which also affects nucleosome 
repositioning and their assembly/disassembly (68). The modifications could 
also indirectly affect nucleosome repeat lengths through their modulation of  
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internucleosomal interactions (55, 69), interaction with chromatin remodel-
ing complexes (63, 65), and interaction with other architectural proteins (70). 
Replacement of major histones by histone variants that modulate DNA/histone 
interactions and alter the internucleosomal interactions mediated by the histone 
tails could also affect nucleosome positioning in a similar way. For example, 
the CENP-A variant inserts two amino acids in a loop directly contacting the 
DNA (71), and the H2A.Z variant could promote internucleosomal interac-
tions and intra-fiber folding through the stronger acidic patch on its surface  
(72-74). Finally, DNA methylation also has the potential to alter the preference 
of nucleosomes for certain DNA sequences as the addition of an extra methyl 
group at CpG regions on DNA could decrease the bendability of DNA through 
introduction of a bulky group (75).

why are nucleosomes positioned at gene promoter regions?

As discussed earlier, nucleosomes exhibit specific distributions near gene promot-
ers. That these distributions occur across the genome, and across different organ-
isms, suggests their supreme importance. Moreover, these patterns are most likely 
involved in transcriptional activation given that they align with respect to the TSS 
and not the rest of the gene’s open reading frame (27). The precise placement of 
nucleosomes at promoter binding sites could be involved in modulating TF bind-
ing, which directly contributes to the assembly of the transcriptional machinery at 
the promoter, and controlling abortive rounds of short RNA synthesis that are often 
associated with inactive promoters (76). Here we discuss the function and dynam-
ics of nucleosome patterns at occupied and open promoters from the point of view 
of transcription initiation. 

Nucleosome Positioning in occupied Promoters

These promoters are either fully or almost fully occupied with nucleosomes. In par-
ticular, the TSS and most of transcriptional activator binding sites are covered, and 
one site, either in the linker DNA or in the core DNA near its nucleosomal entry or 
exit region, is exposed for the so-called “pioneer” TFs. Other buried sites possibly 
require chromatin remodelers and histone modifications for accessibility. Since this 
reduces the risk of unregulated transcription, covered promoters are often associ-
ated with genes that require strict regulation (13), e.g., stress-responsive genes like 
PHO5 (77, 78). In general, such tightly regulated genes contain TATA-boxes and 
exhibit strong nucleosome phasing (22, 79). Also, the transcription rate correlates 
negatively with nucleosome occupancy. In yeast, specifically, the TATA box is 
located ~40-120 bp upstream of the TSS (22, 80) and is often buried inside the 
edge of nucleosome providing partial blockage (81). In such cases, the accessibility 
could be regulated through thermal fluctuations of the entering/exiting linker DNA, 
as proposed by Widom and coworkers (82).

Nucleosome Positioning in open Promoters

Open promoters have a long NDR upstream of TSS that is flanked by +1 and −1 
nucleosomes, where the +1 nucleosome is positioned just over the TSS. The phas-
ing of nucleosomes decays downstream and upstream with increasing distance from 
the TSS. Such promoters are generally associated with constitutive genes (22) that 
do not require strict regulation, i.e., they can afford to have permanently open TF 
binding sites. Additionally, these promoters are typically TATA-less and the tran-
scription rate generally is positively correlated with nucleosome occupancy (22). 
These observations suggest that the primary purpose of nucleosome positioning in 
open promoters is to produce an NDR that can facilitate recognition and binding 
of promoter sequences by the TFs for transcription, thus explaining why transcrip-
tion correlates positively with nucleosome occupancy. In contrast, the purpose of 
nucleosome positioning in closed promoters of tightly regulated genes is to impede 
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TF binding; hence, transcription correlates negatively with nucleosome occupancy. 
It should however be noted that the extent to which nucleosomes inhibit binding 
of DNA-binding proteins in chromatin varies from protein to protein and likely 
depends on their DNA-binding strength, sequence specificity, and size. 

The 3’ transcriptional termination site of many genes also contains a well-posi-
tioned nucleosome followed by an NDR (5, 32). It is speculated that the NDR is 
needed to facilitate disassembly of polymerase machinery or anti-sense pre-initia-
tion complexes (5). Selective enrichment of TFIIB at 3’ NDR also supports a gene 
looping model, an interesting hypothesis that needs to be tested further (5). We 
envision that similar nucleosome positioning patterns could play key regulatory 
roles in other genomic processes, which are awaiting discovery. 

Patterns in histone modifications and histone Variants at Promoters 

The H2A.Z histone variant is closely associated with positioned nucleosomes. In yeast, 
H2A.Z is present in the +1 and −1 nucleosomes (6, 20). In flies, H2A.Z is present only 
in the +1 nucleosome and several downstream nucleosomes (6). In humans, H2A.Z is 
present in +1 and −1 nucleosomes and several nucleosomes downstream and upstream, 
respectively (7, 22). In yeast and humans, the H2A.Z variant is preferentially lost from 
the promoters upon transcriptional induction (7, 83). This might be due to the destabi-
lizing effect of H2A.Z on nucleosome core structure (84) so that nucleosomes contain-
ing this histone variant can be removed more easily. Another property of H2A.Z that 
could bear importance in gene regulation is that, compared to H2A, it promotes fiber 
compaction across nucleosomes within the same fiber but inhibits nucleosome interac-
tions between fibers thus maintaining the nucleosome array in a dynamically compact 
state (72-74) in contrast to statically compact self-association.

The promoter nucleosomes are also subjected to activator posttranslational modi-
fications such as methylation of the lysine 4 on the H3 tail and multiple lysine 
acetylations. Specifically, H3K4 on −2, −1, +1, and +2 nucleosomes are trimethy-
lated; the +3 and +4 nucleosomes are dimethylated, and the +5 and +6 are monom-
ethylated (7). The modification at the +1 nucleosome ensures that these histone 
modifications provide binding platforms for histone code-reading TFs needed for 
transcriptional activation (85).

Nucleosome Positioning Dynamics upon Gene Activation or repression

Gene activation or repression triggers noticeable changes in nucleosomal position-
ing. In general, nucleosomes are evicted from activated genes and nucleosomes 
are populated in repressed genes (78). However, instead of large scale shuf-
fling of nucleosomes, changes in nucleosome positioning are restricted to few 
nucleosomes only. For example, in resting and activated genes of CD4+ T-cells 
(7), the expressed genes show typical nucleosome-positioning patterns near the 
TSS (see Figure 2) but unexpressed genes show only a strong positioning for 
the +1 nucleosome and no phasing. Upon activation, the H2A.Z variant comes 
in to replace canonical H2A at the −3, −2, +1, +2, +3 positions while the −1 
H2A.Z is lost. Another change associated with activation of genes is the slid-
ing of a nucleosome from its initial position at the TSS for about a few dozen 
of nucleotides downstream, both with and without histone acetylation of the +1 
nucleosome (86, 87). Often many background changes in nucleosome positions 
occur even when the transcriptional state of a gene remains unchanged, possibly 
in preparation for future processes. In sum, there is a higher turnover of promoter 
region nucleosomes (termed “hot”) over those within coding regions (termed 
“cold”). Remarkably, this high turnover promotes phased nucleosomes, suggest-
ing that nucleosome dynamics at the promoters is governed by a precise and 
deliberate mechanism rather than a stochastic one that would promote disorder 
and fuzziness in nucleosome positions.
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what is the role of nucleosome positioning in higher-order  
chromatin structure? 

In living cells, transcribed chromatin is folded in a higher-order structure (88). It is 
not fully known how much of an inhibitory role the structure of chromatin plays in 
genetic processes like transcription. It is likely that the chromatin structure dictated 
directly by nucleosome positioning could regulate both the transcription rate and 
fidelity of the enzymes involved in gene functions. There are two main parameters 
related to nucleosome positioning through which chromatin structure is modulated 
to regulate gene function. One is the variability in linker lengths of few base pairs 
range that does not affect the average NRL but strongly affects relative orienta-
tion of nucleosomes (internucleosome rotation angle) within chromatin. The other 
parameter reflects large changes in the absolute length of linkers within the range 
of 20-90 bp that directly affects the NRL and the distance between neighboring 
nucleosomes.

effect of Local rotational Variations

Partially Folded Chromatin Fibers: Simplified models often depict chromatin as 
a regular beads-on-a-string array, though such a structure is observed only in very 
low ionic strength buffers. At physiological ionic conditions, this linear array of 
nucleosomes folds into a compact 3D chromatin fiber with a diameter of ~30 nm. 
In physiological solutions of monovalent cations, the 30 nm fiber is partially folded 
with mass per unit length of 5-7 nucleosomes/11 nm (89-92). Several experimental 
approaches including electron microscopy (EM) (91, 93, 94), atomic force micros-
copy (95), crosslinking studies (96), X-ray crystal structure analysis (97), and DNA 
cleavage by in-situ irradiation (98) have demonstrated that partially unfolded chro-
matin such as that observed during interphase has a zigzag conformation with rela-
tively straight linker DNAs crossed in the middle and the nucleosome cores at the 
periphery of the fiber. Binding of linker histones stabilizes zigzag conformations 
in chromatin fibers (91, 99, 100). Similar structures have also been observed in 
computational models of nucleosome arrays (54, 101-103). Thus the zigzag model 
presents a well-grounded framework for translating nucleosome positioning infor-
mation into 3D structure of interphase chromatin.

The zigzag model suggests that nucleosomal positions would be major determinants 
of chromatin structure. Indeed, if no constraints on nucleosome folding are imposed 
(as in an open zigzag), then the angle between the planes of adjacent nucleosomes (β) 
becomes a periodic function of the linker DNA length (Figure 4). For nucleosome 
arrays with relatively straight linkers, fiber morphology and compactness is directly 
determined by the internucleosomal rotation angle β and the nucleosome entry/exit 
angle α. Such a two-angle model with constant β however does not reproduce exist-
ing EM data on native chromatin fibers. A considerable progress in the understanding 

Figure 4: (A) The two-angle model of chromatin used 
to model moderately folded chromatin. (B) A more 
detailed model of nucleosome arrays that treats DNA, 
nucleosome core, and histone tails at coarse-grained meso-
scopic levels and accounts for the energetics, configura-
tional entropy, and dynamics of loosely, moderately 
folded, and highly compact chromatin. The inset depicts 
the same configuration in a simpler representation.
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of 3D organization of native chromatin fiber was made when the intrinsic irregu-
larities of nucleosome arrays were taken into account. Indeed, linker lengths are not 
fixed but rather distributed with rough standard deviations of ±4.5 bp (104) or ±2 bp 
(105) around a well-defined average that peaks in 10 bp intervals. Even modest ±2 
bp variations in linker length in native chromatin (105) result in a large ±72o varia-
tion in angle β (Figure 4a). Indeed, when variations of ±2-3 bp were introduced 
into the basic 3D zigzag model, the resulting structures closely resembled 30 nm 
fibers observed by transmission EM in vitro (94) and in situ (106), atomic force 
microscope (95), and cryo-EM (99).

Completely Folded Chromatin Fibers: The most compact form of chromatin 
fibers (11-15 nucleosomes/11 nm) is typically only achieved in the presence 
of divalent cations and/or linker histones (9, 107). The exact configuration of 
DNA linkers in the compact fiber is still not well understood. Several models 
are based on straight linkers in the chromatin fibers (108, 109). Alternative 
models suggest that linkers are superhelically coiled between the nucleosomes 
leading to solenoid arrangements (91, 110). All these models invoke regu-
lar nucleosome spacing within the fiber, implying that the degree of rotational 
variations in nucleosome positions is critical for achieving most compact forms 
of chromatin. It could be argued that irregular spacing between nucleosomes 
would not allow chromatin to pack to its maximum possible density, leading 
to structures similar to the irregular zigzag model of chromatin (94, 95) that 
only lead to modest compaction. In contrast, certain uniform nucleosome ori-
entations in a fiber would allow nucleosomes to stack much better against each 
other. Such stacking could facilitate strong internucleosomal interactions such as 
those between the H4 histone tail and acidic patch on adjacent nucleosome (2, 
3, 96, 111, 112). In fact, the overall interactions between nucleosomes can be as  
large as 10-14 kT (where kT is thermal energy), as deduced from single-molecule 
pulling of chromatin (113).

The assumption that highly compact chromatin requires uniform linker lengths 
was tested recently using experiments with clone 601-based 12-nucleosome 
arrays in which linker DNA length was either uniform (207x12) or varied in a 
repeating pattern (205-207-209)x4 mimicking the natural variation in nucleosome 
repeat length (±2 bp) (93). Surprisingly, the uniform and variable nucleosome 
arrays exhibited similar compaction in unfolded, partially folded, and completely 
folded states. Furthermore, an EM study showed no difference in nucleosome-to-
nucleosome contacts between the two fibers. These results suggest that linker DNA 
has enough flexibility to absorb small rotational variability between the neighbor-
ing nucleosomes.

How can a fully compact chromatin fiber accommodate rotational variability of 
nucleosomes? Recently, we have computationally studied 207 bp NRL nucleosome 
arrays using detailed mesoscopic modeling and simulations (54, 69, 93, 103). Our 
model of the nucleosome array integrates coarse-grained structural and energetic 
features of the nucleosome core, histone tails, linker histone, and linker DNA within 
a salt medium. An efficient Monte Carlo methodology is then employed to generate 
the ensemble of thermodynamically favorable configurations of the nucleosome 
array. Essentially, the model inputs coarse-grained representations and interactions 
of the various chromatin components and the simulations output the detailed config-
urations of the arrays, such as the internucleosomal distance d12, the triplet angles θ, 
and the dihedral angles f. Our simulations reveal a compact fiber with 30 nm outer 
diameter matching EM (93). Furthermore, computational analysis reveals a much 
greater conformational variability in linker angle leading to a surprisingly irregular 
internal linker conformations that combine features of zigzag and solenoid organi-
zation in a new heteromorphic chromatin fiber (Figure 5). It thus appears that the 
chromatin fiber structure has an intrinsic property to incorporate conformational 
variability in the DNA linkers without a notable effect on the fiber architecture.
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effect of Nucleosome repeat Length (NrL)

NRL differences in tens of nucleotides strongly influence chromatin morphology 
and its compaction. It is now recognized that there is a visible increase in the 
chromatin diameter from ~33 nm for chromatin with linkers 30-60 bp long to ~42 
nm for linker lengths of 70-90 bp. This sudden increase in the fiber diameter with 
linker length is also accompanied by a jump in nucleosome packing to 10–15 
nucleosomes per 11nm of fiber (110). This crossover in chromatin packing and 
diameter was explained in terms of a transition from the helical ribbon configura-
tion to a crossed zigzag configuration (114). The observed structural transitions 
are also consistent with a series of polymorphic chromatin models with straight 
linkers tangentially oriented in the fiber without crossing the fiber axis (115). 

Figure 5: Distributions in (A) internucleosomal distance, (B) triplet angle, (C) dihedral angle, and (D) 
linker bend angle observed from our simulations of 48-unit oligonucleosomes at 0.15 M monovalent salt 
without LH and Mg2+ (black lines), with LH, without Mg2+ (red lines), and with LH and Mg2+  
(blue lines). The black, red, and blue arrows represent the averages. (E) Representative polymorphic 
structure of a 48-unit oligonucleosome obtained from our simulations. The odd and even-numbered 
nucleosomes are colored differently to emphasize interactions between every second and third 
nucleosomes. Adapted with permission from Reference (93).
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Indeed, the internal structure of chromatin has been a subject of debate for several 
decades (116, 117). This dichotomy in chromatin diameters and packing densi-
ties has further fueled this debate. So far, the proposed models considered only 
the linker geometry and not the forces that mediate chromatin folding. Computer 
simulations of chromatin with various NRLs (118) that include internucleosome 
interactions (103) should further clarify the dependence of internal fiber organi-
zation upon linker length. 

Yet another type of structure is observed for nucleosome arrays with short linker 
length typical of yeast and neuronal cells. Several previous studies have shown 
that such chromatin can be packed into partially folded 30 nm fibers without 
linker histone. When reconstituted arrays with 167 and 207 NRLs were com-
pared under similar experimental conditions, it turned out that linker histone was 
indeed required to compact the long-linker arrays but not the short-linker ones 
(93, 116). We speculate that these differences in chromatin fiber folding arise due 
to stronger electrostatically screening of linker DNA by the core histone tails in 
short-linker arrays. 

So what are the functional implications of linker length? Interestingly, yeast 
genome is very transcriptionally active and has short linker lengths consistent 
with two-start helical structure observed for similar-sized nucleosome arrays  
in vitro (96, 97). Wu et al., suggest that such a structure would keep the linkers 
well exposed and accessible for protein binding compared to the crossed linker 
model that hides its linker inside the fiber (114). The length of the DNA linkers 
also dictates whether a linker histone is needed for maximal compaction or not. 
For example, the yeast genome contains a dramatically lower level of the linker 
histone than metazoan genomes (119, 120) as the short linkers are sufficient to 
allow close packing of nucleosomes. In contrast, chromatin fibers possessing 
longer linker DNA require linker histones for full compaction (93, 110, 116). 
The long-linker chromatin is generally less transcriptionally active than the more 
open short-linker chromatin probably due to the repressive function of linker his-
tone that has been recently demonstrated in vivo (121). In addition to chromatin 
folding, linker histones can also facilitate chromatin fiber compaction through 
self-association (100), which has been suggested to present an additional level of 
chromatin higher-order compaction (122). For large mammalian genomes, where 
only a fraction of the total chromatin needs to be actively transcribed, the longer 
linkers may help to spatially segregate open euchromatin with lower levels of the 
linker histone from the repressed heterochromatin showing a higher level (123) 
and a longer retention time (124) of linker histone on the nucleosomes. Finally, 
the tight compaction of chromatin fibers with the longest NRLs found in echinoid 
spermatozoa reflects its folding at the higher ionic strength of the sea water (125) 
and may not be suitable for physiological conditions in mammalian cells. Since 
these larger variations in the linker may lead to significant changes in higher 
order folding, cells sustain roughly uniform NRLs. 

Cumulatively, the existing data show that the chromatin conformation is not sen-
sitive to rotational changes induced by a distribution of nucleosome positions 
about the mean NRL (±2 bp) but can be altered by larger linker length variations 
in two steps: one above 30 bp and the other above 60 bp. Perhaps, the need for 
certain NRLs to achieve high packing densities can explain why the ISWI fam-
ily of chromatin remodelers (such as ACF (126)), which promote uniform NRLs, 
are necessary for the formation of highly compact heterochromatin (127). Hence, 
genes that are no longer required by the cell could be globally modified by orga-
nizing its nucleosomes into uniform repeats through the action of these enzymes  
without much dependence on the underlying DNA sequence. Alternatively, activa-
tion of genes could be aided through local nucleosome disruption, as achieved by 
another class of remodeling enzymes, SWI/SNF, whose function are to disorganize 
chromatin structure in a gene-specific manner (29, 128, 129).



817

A structural perspective on 
nucleosome positioning

open questions

In this review, we have discussed recent progress in studies of nucleosome position-
ing from a structural perspective. The technological breakthroughs that uncovered 
vast information previously hidden in the complexity of large genomes are truly fas-
cinating. Despite all these advancements, many important questions remain open.

What are the functions of H2A.Z variant containing nucleosomes that typically 
assemble near the TSS sites? On the one hand, H2A.Z promotes chromatin intra-
fiber compaction, and on the other hand it unfolds the nucleosome structure. Does 
the promoter have a unique architecture specified by these variant nucleosomes that 
can be transiently unfolded by the transcriptional machinery and at the same time 
maintain potential for compact higher-order folding?

More systematic studies are needed to quantify the contribution of the different 
factors dictating nucleosome positioning. It is clear that the affinity of the underly-
ing DNA sequence for histone octamer (so-called nucleosome positioning code) 
cannot explain the entire complexity of nucleosome positioning (67). Will it be 
possible to predict nucleosome positions more precisely if sequence-specific DNA 
binding factors are taken in consideration? To this end, studying more complex 
reconstituted systems that include additional protein factors in silico and in vitro 
would also be highly useful. 

Can nucleosome positioning prediction tools be useful in narrowing down the 
search range for predicting sites of TF occupancy, with the idea that the nucleosome 
bound sites are not available for TF binding? We are aware of one such tool that 
has been developed for obtaining a nucleosome-guided map of transcription factor 
binding sites in yeast (130). 

Does nucleosome positioning reflect the higher order structure and/or distinguish 
heterochromatin and euchromatin domains? While some studies of NRL have  
suggested that this could be true, genome-wide nucleosome-mapping studies  
have not yet uncovered distinct nucleosome positioning signatures over condensed  
heterochromatic regions.  

In the near future, we expect further development of cost-efficient high throughput 
sequencing technologies and sequence analysis software that, together with molec-
ular genetic techniques for altering nucleosome-positioning sequences in vivo, will 
elucidate the molecular mechanisms governing nucleosome positions. Will the new 
data lead to a unified picture or at least a finite number of rules allowing one to 
predict nucleosome positions from the DNA sequence? This is not certain. In view 
of the complexity of epigenetic mechanisms, multitude of histone modifications, 
and hundreds of millions of nucleosomes that make up the human genome, we still 
may have to deal with “One million Hows, two million Wheres, and seven million 
Whys”. This research was reported by the authors in part at Albany 2009: The 16th 
Conversation (131).
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